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Abstract

It is widely known that Boltzmann machines are capable of representing arbitrary probability distributions over the 
values of their visible neurons, given enough hidden ones. However, sampling and thus training these models can be 
numerically hard. Recently we proposed a regularisation of the connections of Boltzmann machines, in order to 
control the energy landscape of the model, paving a way for efficient sampling and training. Here we formally prove 
that such regularised Boltzmann machines preserve the ability to represent arbitrary distributions. This is in 
conjunction with controlling the number of energy local minima, thus enabling easy guided sampling and training.

Furthermore, we explicitly show that regularised Boltzmann machines can store exponentially many arbitrarily 
correlated visible patterns with perfect retrieval, and we connect them to the Dense Associative Memory networks.
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